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Abstract: This study attempts to identify and briefly describe current directions in applied and 1

theoretical clinical prediction research. Context-rich chronic heart failure syndrome (CHFS) tele- 2

medicine provides the medical foundation for this effort. In the chronic stage of heart failure, there 3

are sudden exacerbations of syndromes with subsequent hospitalizations, which are called acute 4

decompensation of heart failure (ADHF). These decompensations are the subject of diagnostic and 5

prognostic predictions. The primary purpose of ADHF predictions is to clarify the current and future 6

health status of patients and subsequently optimize therapeutic responses. We proposed a simpified 7

discrete-state disease model as an attempt at a typical summarization of a medical subject before 8

starting predictive modeling. The study tries also to structure the essential common characteristics of 9

models in order to understand the issue in an application context. The last part provides an overview 10

of prediction works in the field of CHFS. These three parts provide the reader with a comprehensive 11

view of quantitative clinical predictive modeling in heart failure telemedicine with an emphasis on 12

several key general aspects. The target audience is medical researchers seeking to align their clinical 13

studies with prognostic or diagnostic predictive modeling, as well as other predictive researchers. 14

Keywords: prediction, model, heart failure, telemedicine, prognosis, diagnosis, detection, monitoring, 15

characteristic 16

1. Introduction 17

Digital data is currently available in abundance in all healthcare facilities. Once 18

automated analysis and prediction systems are built, researchers could realize a complete 19

real-time analytical and decision support system. The widespread presence of electronic 20

health records (EHRs) is also changing clinical prediction and analytical research. The new 21

possibilities of data-driven research are pointed out in [1]. 22

Modern applied and theoretical clinical prediction research bridges medicine, statistics, 23

machine learning (ML) and engineering. All these areas have their own methods and 24

terminology. A researcher trying to understand this field must become familiar with 25

minimum basics in these fields. 26

In order to gain a representative sample of already applied predictive models, we 27

focused on the well studied topic of telemedicine care for patients with chronic heart failure 28

syndrome. We were driven by expectations that this approach, with some modifications, 29

would form the framework for identifying cutting-edge topics and procedures in clinical 30

predictive modeling. We found that a wide variety of statistical and machine learning 31

models have been used in this area. In order to grasp the topic in its entirety, we have 32

divided the study in accordance with its title into three parts. 33

In the first part, information of the disease was compiled primarily from medical 34

journals. We aimed for a modeling systematized description of the CHFS disease. The 35

compiled medical information is condensed into two diagrams in the UML style, which 36

allows the consideration and optimization of the deployment of quantitative models. These 37

two diagrams represent a simplified model consisting of individual disease states. 38
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Understanding the general characteristics of quantitative models is critical to under- 39

standing the wide variety of published works. In addition, it allows the researcher to 40

compare the predictive properties of the models and consider their possible new clinical ap- 41

plications. In the second part, we try to encompass the quantitative models into an abstract 42

structure consisting of a single mathematical or algorithmic core surrounded by its external 43

elements. The external elements we will call common characteristics. Partial classification of 44

prediction models were made in [2,3] and general modeling recommendations were formu- 45

lated in [4,5]. In this study, we do not deal with the methodology of model construction 46

and deployment. We seek to develop a classification framework to identify at least some of 47

the gaps in researchers’ current prediction efforts. 48

We should also note that there are two fundamentally different prediction tasks in 49

the investigated area. The first task is to quantitatively determine the prognosis of the 50

patient’s decompensation or death. The prognosis is then expressed as an individualized 51

risk value over a relatively long period. The second task results from the temporal nature 52

of telemedicine monitoring. The task is to continuously perform detection or diagnosis 53

of the early stages of ADHF decompensation. The process can be used for a timely and 54

optimal therapeutic response. 55

The third part of the study consists primarily of an overview of predictive modeling 56

studies in the field of heart failure syndrome. After completing the review of publications on 57

the prediction of CHFS, we expanded the literature search to include additional directions. 58

First, it was the direction of early warning systems used in emergency rooms (ERs) and 59

intensive care units (ICUs). The primary purpose of these systems is the detection of 60

impending adverse health conditions. Other additional directions were related to the 61

subsection dedicated to advanced statistical models to include other types of diseases. The 62

last direction was related to subsection describing alternative modeling approaches. This 63

was done in an attempt to understand the theoretical possibilities of the predictive ability 64

of the models used in contemporary medicine. 65

1.1. Content and Structure of the Study 66

The study was organized as follows. In the Medical Domain Description section, we 67

present an introduction to the clinical basis of chronic heart failure syndrome and the 68

telemedicine of the syndrome. We describe the syndrome and its decompensation denoted 69

as ADHF from a medical and modeling point of view. These subsections are followed by 70

a description of telemedical patient remote monitoring. Section Clinical Prediction Models in 71

General provides the reader with a general description and guidelines for medical prediction 72

research. The section Common Characteristics of Prediction Models presents a classification 73

of prediction models according to their outer characteristics. In it, we elaborate on topics 74

such as the object of prediction, the form and timeline of predictive information, timelines 75

of target and predictor data, and groups and types of prediction data. We discuss prog- 76

nostic and diagnostic alternatives to model focus. At the end of the section, we discuss 77

the machine learning approach in relation to traditional statistical modeling. Section Math- 78

ematics of Quantitative Models: Two Simple Examples presents mathematical formulations 79

of introductory diagnostic and prognostic prediction tasks. Overview of Heart Failure Pre- 80

diction Models first provides an overview of remote monitoring with attempts to perform 81

diagnostic or detection prediction of decompensations. Next, we provide a link to several 82

review studies that prognostically predict patient decompensations. This is followed by 83

a subsection describing advanced statistical models and other statistical models. At the end 84

of the section, we summarize prognostic and diagnostic predictions carried out by machine 85

learning researchers. Summary and Conclusion provides a closure of this study. 86

1.2. Literature Search Method 87

The publication database MEDLINE represents an overwhelming variety of medical 88

topics and directions. In our opinion, no single review study can fully satisfy the reader 89

interested in a particular field. 90
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In order to meet the objectives formulated in the abstract, we tried to conduct our 91

searches as cross-sectional as possible. Our literature review selects only a few publications 92

from a particular research direction that we hope are the most recent or the most compre- 93

hensive. We are not trying to do a complete review of any specific direction. The most 94

numerous articles on predictive modeling are those in which the modeling is based on data 95

present in the EHR. They usually predict ADHF decompensation and hospital readmission 96

as a prognosis for CHFS. These prognostic predictions are mainly based on biomarkers, 97

one-time medical examinations and demographic data. 98

Not many reviews have been published on the topic of detection or predictive diagno- 99

sis of ADHF in the telemedical settings. This prediction is based on data that is collected 100

with a relatively high repetitive rate and the data constitutes a special kind of EHRs. 101

In the field of advanced statistical models, we found only a few articles dealing with 102

the prognosis of CHFS yet, but we present these models for a more complete review. We 103

included two publications dealing with the prognostic prediction of CHFS incidence or 104

incident heart failure. 105

Our review is based on searches performed primarily in the MEDLINE database via 106

the PubMed search engine. The results were confronted with the findings in Google Scholar. 107

We consider the scope of the topic under investigation to be so diverse that we have not 108

attempted to cover our findings within some unifying search query and search scheme. 109

Obviously, in the early search stages we created a complex search query that included 110

words like prediction, model, heart failure, telemedicine or remote monitoring, but later we 111

focused on other search methods to identify desired publications, such as snowballing 112

through article links. 113

2. Medical Domain Description 114

2.1. Chronic Heart Failure Syndrome and its Decompensation 115

Chronic heart failure syndrome is a frequent and long-term disease that burdens the 116

patient’s life and represents also a burden on the medical care system. The syndrome arises 117

as a result of various worsened underlying cardiovascular health conditions. In general, 118

after the appearance of typical signs and symptoms, comprehensive examinations of CHFS 119

are performed before the diagnosis is finally confirmed [6,7]. CHFS is often grouped into 120

two categories according to the status of left ventricular ejection fraction (LVEF). Heart 121

failure in patients with reduced LVEF is referred to as HFrEF, in patients with preserved 122

LVEF as HFpEF. Patients are further classified according to the NYHA scale and the score of 123

the KCCQ-12 questionnaire. Many patients progress to a stage called advanced heart failure 124

characterized by persistent symptoms [7]. 125

In addition to the slow continuous deterioration of the quality of life, the patient’s 126

life is disrupted by a sudden worsening of symptoms, which is called acute decompensation 127

of heart failure or ADHF. For simplicity, in this work we will adopt this terminology used 128

in [6]. In European guidelines [7] there is a term acute heart failure or AHF and acute 129

decompensation is referred to as only one of four different types of acute presentations. In 130

addition to acute decompensation, other three presentations are acute pulmonary edema, 131

isolated right ventricular failure, and cardiogenic shock. 132

We could now say that our broader definition of ADHF now includes four distinct 133

presentations [8] with different temporal characteristics of progression. We will discuss the 134

implications of these issues in the modeler’s subsection. The differences in terminology 135

mentioned above were addressed in [9]. 136

At the end of this section, we could mention that the worsening of symptoms requiring 137

hospitalization as the beginning of CHFS is called de-novo acute heart failure [8,10]. It is 138

separate topic and we do not deal with it here. If one wants to understand the extent of the 139

medical and biochemical models of CHFS, one should look at the works of D. L. Mann et 140

al. [11]. 141
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2.2. Description of Heart Failure Syndrome from a Modelers’ Perspective 142

In addition to biochemical modeling, two additional modeling processes appear have 143

to be run in parallel in CHFS prediction task. The first additional modeling process tries 144

to grasp complicated medical diagnostic-prognostic contexts. The person performing this 145

activity should be called a medical domain expert and should describe the investigated 146

problem in some form of modeling language such as UML. The second modeling process 147

refers to quantitative predictive modeling, where a mutual combination of predictors and 148

a mathematical formula explain the predicted parameter. The person performing this 149

modeling process is a statistical or machine learning expert. In the study, we do not always 150

distinguish between these two cases. 151

The modelers do not necessarily need to know every detail of the biochemistry of the 152

investigated health condition, but they need to know the basics about timelines, predictors, 153

manifestations and all possible outcomes of the disease. They should also be aware of 154

the fact that ADHF decompensation is a relatively autonomous biomedical pathological 155

sub-process of CHFS with a more or less well-defined onset and end. 156

The health information about CHFS in the previous paragraphs can be summarized 157

in the form of a four-state diagram in the figure 1. To the basic three states (chronic state, 158

acute decompensation state and terminal stage) we added a fourth state - the advanced 159

state in accordance with [7]. According to [7, Chapter 4], the weight of the patient in the 160

compensated and advanced state develops in the opposite direction, which may indicate 161

primarily different disease states not only from a diagnostic, but also a prognostic point of 162

view. A change in the patient’s body weight is a key sign of heart failure syndrome. 163

Compensated
heart failure Advanced

heart failure

Acute
decompensation Terminal

stage

Heart Failure Syndrome States and their Transitions

Figure 1. Diagram of states and transitions of chronic heart failure syndrome. Red straight arrow
indicates state transition. Curved arrow indicates a state recurrence. The terminal stage refers to the
patient’s irreversible progression to death.

This is the disease modeling approach advocated by Houwelingen [12] and others. 164

In their model formulation, transitions are associated with rates or probabilities. These 165

models are primarily suitable for prognostic quantitative predictions. It should be noted 166

that the acute decompensation state does not have the so-called memoryless property. This 167

is related to the fact that the ADHF state is preferentially restored to the state from which it 168

originated. ADHF can also recur, and then the patient is re-hospitalized within a month or 169

two of discharge. 170

The state diagram in Figure 1 can be unfolded into a temporal progression of CHFS 171

states, as shown in Figure 2. When the syndrome states are arranged according to disease 172

severity on the vertical axis, a striking correspodence with Figure 1 in [13] appears. Al- 173

though the dark blue line in our model represents the patient’s time-varying states, the 174

diagram in Figure 2 resembles some discretization of the patient’s clinical status develop- 175

ment in Figure 1 in [13]. The similarity is even stronger when we consider that the Advanced 176
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Heart Failure state corresponds in meaning to the Chronic Decompensated label on the left 177

axis. We find this remarkable and this alternative model type is discussed below. 178

In Figure 2, the first transition from the compensated state to the decompensated 179

ADHF state is explicitly marked. Towards the end of the diagram ADHF recurrence is 180

illustrated. 181

Compensated
heart failure

Advanced
heart failure

Acute
decompensation

(ADHF)

Terminal
stage

Transition
into ADHF

state
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recurrence
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Figure 2. Illustration of the progression of chronic heart failure syndrome as a sequence of time-
varying states. The light blue horizontal lines mark the boundaries of the four syndrome states. Dark
blue line indicates patient’s state. Transitions between states are depicted as instantaneous.

The Figures 1 and 2 together can represent a working model of the clinical states and 182

events in a patient with chronic heart failure syndrome. It can be considered as a prognostic 183

discrete-state version of the CHFS model suggested in [13]. All prognostic studies reviewed 184

in section Overview of Heart Failure Prediction Models are based on simplifications of this 185

model into two-state forms. Compensated and advanced heart failure states are merged 186

together; and published studies focus separately on transitions to acute decompensation 187

and transitions to the terminal stage. In the latter case, the ADHF state is merged to the 188

terminal stage. 189

The chronic heart failure model suggested in Figure 1 in [13] is of a different type. 190

The model is highly predictive and could probably be developed so that clinical status 191

represents a disease indicator carefully designed as a combination of patient diagnostic 192

parameters. As we will show later, this type of model is able to clarify the telemedicine 193

diagnostic processes of CHFS. 194

It would also be useful to know whether ADHF is triggered by some random cause 195

(external or internal), or whether decompensation occurs as a natural internal progression 196

of CHFS. A list of probable random causes triggering ADHF decompensation and their 197

statistics are given in [14]1. 198

It is also important to have unambiguous specifications of the outcome events. The 199

basic adverse outcome event can be an irregular visit to the ambulance, hospitalization or 200

even death. Each type of event can have its own optimized set of predictor variables. As 201

previously mentioned, a patient admitted to the hospital with our more broadly defined 202

ADHF may have four different clinical presentations. Prognostic prediction of new-onset 203

heart failure syndrome [15] can serve as an example of the substantial impact of detailed 204

outcome specification on a set of optimized predictors. 205

The modelers should understand the underlying dynamics of the predicted acute 206

process. There can be several types of events, and the onset of the event can be gradual 207

(days) or rapid (hours) or indeterminate [7, Chapter 11]. They should have an idea of 208

1 We should note that we have not found much independent support for these observations in literature yet.
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the nature of the symptoms and be aware of main clinical manifestations. In the case of 209

a controlled trial, this is important for the selection of the correct set of measured medical 210

parameters. In the case of a retrospective observational study, clinical information is 211

important at least to eliminate the presence of outliers and systemic outliers. 212

At this point, we should clarify the situation with insufficiently clear boundaries 213

between key medical concepts. In the following text, we will simply assume that there is no 214

transition period between the compensated stage of CHFS and the acute decompensated 215

stage (ADHF). This is in apparent contrast to the designation expressed in the title of 216

the publication [16]. We will consider the transition period forementioned in the title as 217

some early stages of acute decompensation process. These early stages are manifested, for 218

example, by changes in patient’s pulmonary arterial pressure. 219

At the end of the subsection, we mention that the understanding of important concepts 220

in the field of CHFS is hindered by the fact that the global medical community follows two 221

rather different systems of reasoning, characterized by two separate guidelines [6,7]. The 222

modelers should also be aware that the syndrom is characterized by non-specific symptoms 223

and signs [17], that there is no single test to establish the diagnosis of CHFS [18] and that 224

14 - 29% of cases are misclassified even after examination in emergency room [19]. 225

2.3. Telemedical Remote Monitoring of Patients with Heart Failure 226

Modern telecommunication technologies have also penetrated the field of health care 227

for patients with chronic heart failure syndrome. These technologies make it possible to 228

use a hitherto unused set of data describing the patient’s signs and symptoms, which are 229

collected during the ordinary life of the patient on a daily basis or even more often. This data 230

has remained unused until now despite its importance [20]. The importance of collecting 231

this type of data in the home environment is also documented by the CHFS guidelines [7], 232

which says, for example, that if the patient’s weight increases above a certain level over 233

a certain period, the therapist or the patient himself should administer an increased dose of 234

diuretics. 235

Medical staff in telemedicine trials now have unrestricted access to this daily data in 236

parallel with the patient’s biomarkers and medical examinations obtained during initial 237

or regular visits. The therapist now has the opportunity to use them to adjust his action 238

in order to ensure the best long-term prognosis for the patient. It should be noted that 239

the primary role of remote patient monitoring in CHFS telemedicine is to improve patient 240

medical management; decompensation prediction is only a subset of this primary assignment. 241

The authors [21] hypothesize that the most potent therapeutic effect of telemedicine comes from 242

more optimal use of diuretics and up-titration of additional CHFS medication. Optimization of 243

medication doses based on CHFS telemedicine data was investigated in [22]. 244

As can be seen in the review by [23], before 2002, telemedicine data was collected in 245

a non-invasive way, i.e. without any wearable devices and implants. But currently, the 246

number of projects using invasive methods of remote monitoring of patients with CHFS 247

is growing. Recently, review articles [24–26] attempted to evaluate the overall impact of 248

implant-based telemonitoring on the management of patients with CHFS. It should be 249

noted that distrustful views have also been expressed about this technology [27]. Wearable 250

devices in this context have been investigated in [28]. 251

On the other hand, in addition to invasive and device-assisted methods, there are 252

still many new non-invasive telemonitoring studies in chronic heart failure medicine. 253

A survey [29] found that CHFS telemonitoring was associated with a 20% reduction in 254

all-cause mortality and a 37% reduction in CHFS hospitalization. Other CHFS telemedicine 255

trials were reviewed in [30–33]. We could consider the work of [34] as the most promising 256

study of non-invasive telemonitoring, which shows the positive benefits of telemedicine 257

care above a statistically significant level. It is not self-evident that this outcome can be 258

achieved, and many other telemedicine studies [35–38] show that CHFS telemedicine 259

improves patient outcomes, but not as much as required by the 5% level of statistical 260

significance. 261
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The common characteristic of telemetry data is the relative simplicity of their mon- 262

itoring, their collection is often done by the patient himself. The term vital signs usually 263

refers to heart rate, blood pressure, respiratory rate, and body temperature, but we prefer 264

to use the term more loosely as a category of data collected at a high repetition rate that also 265

includes weight change, oxygen saturation level, and the onset or worsening of symptoms. 266

We will return to this issue later in the discussion of grouping data types. 267

3. Clinical Prediction Models in General 268

Clinical prediction and clinical prediction tools are an integral part of modern medicine. 269

A large number of prediction models are published every year. The basics of predictive 270

modeling in medicine are summarized in [5]. Chapters aimed at a medical audience have 271

been included, such as Predictive Modeling Studies, Predictive Model Applications, and more. 272

Systematic evaluation of the clinical utility of predictive modeling is a complex task and 273

requires a decision and analytical framework [39]. Another team of authors evaluated the 274

impact of prediction models in [40]. More work of this kind is needed to clarify the medical 275

foundations of prediction research and to overcome the doubts that have been directed at it 276

like in [41]. 277

Given the diversity and complexity of the prediction research community and pre- 278

diction research itself, there are also efforts to guide the research and reporting process by 279

specifying a fixed set of rules. Intuitive and disorganized reporting of developed models 280

can very easily devalue the primary achievements and messages of the authors. Therefore, 281

a joint effort to structure and regulate the issue of model reporting appeared. An initiative 282

called Transparent reporting of a multivariable prediction model for individual prognosis or diagno- 283

sis or the TRIPOD [42,43] came into existence, in which the basic principles are explicitly 284

formulated. Methodological guidance for models’ updating can be found in [39]. 285

It is well known that models are often subject to bias. Another initiative emerged and 286

developed the Prediction model Risk Of Bias Assessment Tool or PROBAST tool [44,45]. The 287

tool consists of four fields: participants, predictors, outcome and analysis. These domains 288

contain a total of twenty signaling questions to assess risk of bias. The level of risk of bias 289

generally depends on the study design, conduct and analysis. A high risk of bias indicates 290

a significantly distorted performance of the model’s predictive output. 291

Very valuable information about predictive modeling and the properties of statis- 292

tical models can also be obtained through area-specific guidelines [46] and systematic 293

reviews [47]. A practical guide to clinical prediction modeling can be found in [2]. 294

4. Common Characteristics of Prediction Models 295

The goal of this part is to provide a structured, unified view of quantitative predictive 296

models in statistics, engineering, and machine learning. These fields attempt to solve the 297

prediction task defined in the medical domain of chronic heart failure syndrome, where 298

the situation is captured by the disease model condensed in Figures 1 and 2. We consider 299

the introduction of this view as an analogy to the introduction of an additional type of 300

diagrams when describing an domain problem in UML language. 301

As we have already mentioned, prediction models can be assessed according to 302

their external elements or characteristics. External model elements or characteristics can 303

be introduced as features of the model that do not belong to the internal statistical or 304

algorithmic core. They represent a kind of surroundings of the model core interior. They 305

are shown in lower part of the Figure 3. Of all the characteristics present in the model, 306

in this part we focus on the object of prediction, the time characteristic of diagnostic and 307

prognostic information, target and predictor data, and types and groups of prediction data. 308

The set of model characteristics also includes information on whether the model deals with 309

prognostics or diagnostics and whether a statistical core or a machine learning core was 310

used. At the end of this section, we present two simple examples of mathematical model 311

cores. 312
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Figure 3. Schematic representation of the clinical quantitative modeling and model deployment.

Before continuing, we would like to remind non-mathematicians that the concept of 313

probability or risk of developing a disease can be imagined as the proportion of materialized 314

positive cases within a relevant cohort of patients in a time interval. The next discussed 315

hazard rate can then be understood as this probability divided by the mentioned time 316

interval. 317

4.1. Characteristic #1. Object of Prediction 318

A prediction is a statement about a clinically relevant issue that is in a state of un- 319

certainty at the moment of prediction. The concept of mathematical probability is used 320

to quantitatively express prediction. In clinical practice, there is uncertainty about the 321

presence of the disease or its stage at the moment of prediction. A prediction can also be 322

a quantitative probability statement about the occurrence of a disease or its stage in the 323

future. 324

In the context of already diagnosed CHFS, the focus of prognostic and diagnostic 325

predictions shifts to the occurrence of worsening symptoms, the appearance of a stage of 326

decompensation with admission to the hospital, or the occurence of death. These are all 327

visible manifestations of a sudden change in the compensated CHFS state. The primary aim 328

of this study is to investigate the prognostic and diagnostic prediction possibilities of ADHF 329

in patients with an already established diagnosis of CHFS who are under telemedicine 330

monitoring. The model review part also includes works with prognostic predictions of 331

deaths. 332

4.2. Characteristic #2. Prediction Information Timelines 333

4.2.1. Diagnostic Information Timelines 334

Prediction can be aimed at predicting the presence of a disease or its stage in a patient 335

at the current moment. This is a diagnostic prediction. The meaning of the word prediction 336

seems to be related primarily to the uncertain nature of the prediction statement. Diagnostic 337

uncertainty fades over time in two ways. The first is related to the timeline of disease 338

progression, when the disease manifests itself with more intense and visible symptoms. 339

The second is connected to the timeline of the sequence of diagnostic steps, when more 340

accurate and unambiguous tests are applied later in the sequence. 341

In the first case, the signs and symptoms of the disease or its new stage are detected 342

and the diagnosis is predicted. The validity of the prediction is confirmed by the explicit 343

manifestation of the disease only with a certain time delay, which is clearly shorter than 344

the duration of the entire pathological process, which in our case is ADHF. Diagnosis or 345

detection of ADHF by measurement of pulmonary arterial pressure may precede hospital 346

admission by approximately twenty days [16]. The certainty of diagnostic prediction is 347
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quantitatively expressed by the values of sensitivity and specificity,2 when larger values 348

mean greater certainty. The quality of the entire diagnostic method is assessed by the Area 349

Under the Receiver Operating Characteristic (AUROC) curve. 350

In the field of CHFS telemedicine, the diagnostic procedure is carried out remotely 351

regularly with a high frequency of repetition. The moment of diagnosis moves forward, 352

and as hospitalization approaches, the certainty of diagnosis should change towards higher 353

values. 354

In the second case, in the case of a sequence of diagnostic tests, the prediction is 355

refined by applying more accurate additional tests. The therapist makes a decision about 356

the disease not only on the basis of a more accurate test, but also considers the results of 357

the previous ones. The issue of combining information from several diagnostic tests or 358

symptoms is of fundamental importance, and its mathematical description is discussed in 359

section Mathematics of Quantitative Models: Two Simple Examples. 360

4.2.2. Prognostic Information Timelines 361

The presence of ADHF is manifested by the event of the patient’s admission to the 362

hospital. The decompensations are said to occur randomly, so their manifestations. 363

There are two distinct types of prognostic prediction of decompensation in the lit- 364

erature. The first type of prognostic prediction is the prediction of the occurrence of 365

decompensation in the near and distant future. The second type concerns only the near 366

future, which means that the time interval for the rate or probability calculation starts from 367

the moment of prognostic prediction. 368

During the modeling process, the prognostic period corresponds to the entire period 369

of the follow-up study. The prognostic period should be much longer than the typical 370

duration of decompensation. 371

For the first type of prognostic prediction, the powerful concept of hazard rate func- 372

tion [48–50] is widely used. The hazard rate or frequency of decompensations in a patient 373

cohort may change over a relatively long prognostic period. This is why the time-dependent 374

function is used to capture the prognostic information as a whole. 375

A precise definition of the hazard rate function can be made through its relation 376

to the probability of an event or probability of change in the disease state denoted P. 377

Mathematically, it can be expressed as follows. First, the randomness of a disease event 378

is described by a random variable T which represents the time of occurrence of the event. 379

The hazard rate function h(t) is then defined as the rate of occurrence of events at time t. 380

Time t is positive and less than or equal to the prognostic period. Using the formalism of 381

probability equations, this can be expressed as [48–50]: 382

h(t) ≃ P(t ≤ T < T + ∆t|T ≥ t)
∆t

, (1)

where ∆t is the interval for counting events to obtain an observational estimate of the 383

probability P and should be long enough to eliminate statistical noise. The ∆t is not directly 384

related to the duration of the decompensation process (ADHF) but must be reasonably 385

longer than the duration of its manifestation (e.g. the duration of the hospital admission 386

acceptation process). It is usually much shorter than the prognostic period. 387

In the context of CHFS prognosis, the expression (1) reads that the hazard rate h(t) is 388

the rate at which patients in the cohort experience the occurrence of decompensation. The 389

condition T ≥ t in the conditional probability says that the calculation of the proportion 390

takes into account only those patients who have not experienced the event until time t. 391

The hazard rate function can be constant, increasing, U-shaped, or shaped in some 392

other way, as shown for example in [51]. To get a sense of the possible statistical noise 393

distortion of the observed hazard rate functions, one should look at the examples in [48, 394

Chapter 2]. The Kaplan-Meyer, Nelson-Aalen, and Cox model with its variants are used to 395

2 Quantitative definitions of sensitivity and specificity are given in Table A2.
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calculate the hazard rate function. The hazard rate value obtained for the whole cohort can 396

be individualized according to individual patient characteristics, as discussed in section 397

Mathematics of Quantitative Models: Two Simple Examples. The quality of the prognosis can 398

be evaluated using time-dependent receiver operating characteristic (ROC) curves [52]. 399

The second simplistic type of prognostic prediction is a prediction for the near or 400

impending future. The prognostic period corresponds to the counting interval ∆t and 401

a constant value of the hazard rate is assumed. The interval can be as long as a day, a week, 402

a month, a year, even as long as the patient’s remaining life. The outcome events are 403

counted together during the entire follow-up period. In the context of CHFS, the number of 404

outcome events represents the cumulative incidence of decompensations. During this period, 405

the group of patients is partially reduced, but the period can be chosen short enough not to 406

significantly affect the modeler’s quantitative predictions. The cumulative probability of 407

events p is calculated in the interval ∆t and has the form of a simple equation: 408

p(∆t) = P(0 ≤ T < ∆t|T ≥ 0) ,

where T is again a random variable assigned to the time of the event. When the time 409

interval ∆t is reasonably short, the relationship between the cumulative probability p and 410

the hazard rate function h(t) can be expressed using approximate equality: 411

p(∆t) ≃ h(t)|t=0 ∆t .

The approximate equality can provide a quick estimate of the hazard rate when the propor- 412

tion of the cumulative incidence of events is less than some 10-20% of the total number of 413

patients. The well-established logistic regression is widely used in this type of prognostic 414

prediction. 415

4.3. Characteristic #3. Temporal Properties of Target and Predictor Data 416

4.3.1. Temporal Properties of Target Data 417

Target data represent basic information about recorded clinical events. In a simple 418

diagnostic prediction model, the data need not to have explicit temporal characteristics. If 419

continual diagnosis of monitored patient is performed, the target data can be bounded by 420

a sliding time window that moves with the moment of diagnosis. 421

In case we are building a model specifying the prognostic hazard rate function, we 422

need to have event time data in the data set. They are present there in the form e.g. that 423

a patient event record contains the patient ID, event time, and event type coded into 424

a categorical variable. The role of this target time-to-event data in models is significantly 425

different from the role of time data specifying the time of the predictor value. A simpler, 426

previously defined second type of prognostic prediction model does not require the precise 427

specification of the time of the event. The length of the follow-up period, which is equal to 428

the length of the counting interval ∆t, is sufficient. 429

4.3.2. Temporal Properties of Predictor Data 430

Incorporating time dependence into predictor variables seems to be one of the primary 431

challenges of prediction models in contemporary prediction research. We call statistical 432

models that directly include the time dependence of predictors advanced models due to 433

a significant increase in their complexity. 434

First, in the simplest case, the predictor variables have no significant time dependence 435

at all. Predictor data is collected over a time period of negligible length. In the context of 436

CHFS research, this is the case of a patient’s entry into a clinical trial or case of a hospital 437

entry examination to confirm ADHF diagnosis. Over the course of the clinical trial, data is 438

not updated, and information about the patient’s ever-changing vital signs and symptoms 439

is not collected or ignored. These time-free data represent pure cross-sectional data. 440

The second case occurs when a patient visits a therapist during a clinical trial and their 441

biomarker and other data are updated on a quarterly or monthly basis. This data usually 442
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contains a time dependence, but the data update frequency is relatively low. This episodic or 443

regular visit data enters the prediction models in a significantly different way than the target 444

time-to-event data. This data is called longitudinal data. Models using this type of predictor 445

data are summarized in the subsections Advanced Models and Other Models. 446

The third case occurs when vital signs and disease symptoms are recorded and ac- 447

tively incorporated into the modeling in a telemedicine clinical trial. These types of data 448

are collected at a significantly higher repetition rate compared to the previous case. In 449

telemedicine or home patient care settings, this data is collected daily or almost daily. For 450

intensive care unit vital signs, the collection rate can be hours or even minutes. The term 451

longitudinal data is very rarely used in the literature for these data, and the term time series 452

seems to be preferred. In the context of telemedicine, these data are used in predictive 453

models to detect or, more precisely, to diagnose the onset of acute decompensation of heart 454

failure. In the intensive care unit, this data is used to probabilistically determine e.g. the 455

24-hour risk of adverse events such as cardiac arrest. 456

4.3.3. Temporal Properties of Input Data during Continuous Diagnosis 457

During the determination of the sensitivity and specificity of the method of diagnosis, 458

the target input data represent the delayed explicit manifestations of the disease. The 459

determination requires a certain time interval to compile target data to confirm or disprove 460

the validity of the disease prediction. We can call the chosen time interval forward target 461

window, and it should be large enough to cover the mentioned manifestation delays. In the 462

field of CHFS telemedicine, the essence of patient monitoring is a process of continuous 463

repetitive diagnosis. The moment of diagnosis is constantly shifting in time, as is the 464

beginning of the forward target window. 465

In diagnostic prediction modeling, another time interval appears. The interval includes 466

the temporal changes and temporal patterns present in the recorded predictor data. When 467

monitoring a patient continuously, it is easy to include multiple records from the recent past. 468

They could also serve to eliminate random noise from recordings. These past data are again 469

part of the diagnostic prediction process and can be considered as part of another time 470

window, which we could call the retrospective predictor window. This window also moves 471

with the progress of the diagnostic moment. The two prediction windows mentioned above 472

could together be termed as sliding time windows [53]. The introduction of similar windows 473

is also present in other works and in the field of continuous diagnosis it represents an 474

additional form of input data structuring. 475

The relation of both windows to the development of diagnostic parameters is shown 476

in Figure 4. The schematic describes a retrospective modeling situation, so we know with 477

certainty that in this case the hospitalization event definitely occurred. We can rescale the 478

time axis so that the moment of hospitalization correspond to time zero. The retrospective 479

predictor window specifies the range for the predictor data, which are plotted in the figure 480

by the blue line. The forward target window determines the range of the target data. The 481

only target value in the scheme is represented by the act of hospitalization at time zero. The 482

moment of diagnosis is marked with a dark red arrow. Figure 4 represents a more general 483

view of continuous detection-diagnostic prediction process investigated e.g. in [54]. 484
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Figure 4. Schematic of continuous telemedical diagnostics against the background of patient decom-
pensation (hatched area). The illustration of the diagnostic parameter development (blue line) is
made in accordance with [55,56].

Provided that the clinical status parameter in suggested heart failure model in Figure 1 485

in [13] is linked with the patient’s diagnostic parameters, this model has the ability to 486

clarify the diagnostic processes of acute decompensation (ADHF) during telemedicine 487

monitoring. The overall picture of the telemedicine continuous diagnosis of heart failure 488

patient can be obtained by gradual superimposing the inverted diagnostic parameter curve 489

in Figure 4 (blue line) over the pronounced depressions on the patient’s clinical status curve 490

in [13]. 491

4.4. Characteristic #4. Processing of Different Types and Groups of Predictor Data 492

The timelines for a typical telemedicine controlled trial are as follows. The telemedicine 493

study begins with an entrance examination of both the control and intervention groups. 494

The study continues with telemedicine monitoring of the intervention group, which may 495

last half a year or longer. Telemedicine data of the intervention group are collected in 496

the home environment daily or almost daily. Data on regular and occasional visits to the 497

ambulance are also stored. At the end of the clinical trial, both groups will undergo a final 498

exit examination and the results will be used for comparison. According to the temporal 499

characteristics, the data can be classified into five groups, as shown in the table 1. 500

Table 1. Different data groups in a typical telemedical CHFS trial.

Data group Temporal characteristics

Demographic data (baseline data) Not changing in time
Entry examination data (baseline data) Collected at the time of entry examination
Telemedicine data (vital signs*) Time dependent (high repetitive rate)
Episodical or regular visit data Time dependent (low repetitive rate or episodic)
Final examination data Collected at the time of final examination

* By vital signs we denote all easily obtainable patient characteristics measured with high repetitive rate.

A fundamental aspect of these data is their heterogeneity in relation to time. As we can 501

see, some types of data are collected only once or twice, another group of data is collected 502

episodically or with a low frequency (monthly, quarterly), and some data is collected with 503

a high repetition frequency (daily). 504
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There are obvious similarities between our ADHF telemedicine diagnostic system and 505

well-established early warning systems used in ERs and ICUs. Heterogeneous data types 506

are present in these systems too, and we consider the prediction experience accumulated in 507

this area to be substantial also in telemedicine field. The combination of several different 508

groups of predictors with different temporal characteristics into one prediction process 509

has been labeled as a data fusion [1, Chapter 22]. The authors build on predictive modeling 510

works [57,58] and sort their data into groups in the manner shown in the Table 2. By 511

developing the presentation of Table 2 we kept the original structuring of the data, but the 512

medical parameters were changed to correspond to our CHFS area. The presented sets of 513

CHFS trial data types are for demonstrative purposes, they are compiled from literature 514

and project proposals by non-medical expert and should be considered illustrative only. 515

Table 2. Data types structured into groups for the data fusion method.

Entry examination (baseline data) Vital signs* (highly repetitive data)

NYHA II - IV Heart rate
LVEF Systolic blood pressure
ECG Diastolic blood pressure
Haemoglobin Body weight
Serum sodium Oxygen saturation
Serum potassium Symptom intensity level
Serum creatine
NT-proBNP Demographics (baseline data)
CRP Age
BUN Race
KCCQ-12 Gender
6-minute walk test

* By vital signs we denote all easily obtainable patient characteristics measured with high repetitive rate.

Comparing Table 2 with Table 1, we see that the final examination data group and the 516

low repetition frequency data group are missing. Nevertheless, we believe that the ideas 517

of the data fusion technique are also applicable to telemedicine trials. A similar approach 518

to the data fusion technique can be found in [59] for the early diagnosis and detection of 519

ADHF in a telemedicine settings. 520

For a better prediction success rate, we could compose new predictor variables that 521

could contain information about the time derivative or time integral characteristics of the 522

originally observed predictors [60]. Basic statistics literature [48, Chapter 8] recommends 523

creating these new variables as well. As an example, the relative time derivative of the 524

observed variable is created. This new variable served to capture time dependence in 525

prediction variables in a standard Cox proportional hazards model. 526

The term feature engineering is used in both the engineering and machine learning 527

communities for the process of creating new, directly unobserved variables. Publications [61, 528

62] present a list of engineered variables from telemedically monitored daily data of patients 529

with CHFS in order to diagnose ADHF. 530

Monitored telemedicine prediction data can be processed to create a predictive alert 531

signal. In [54,63], an extended moving average method called MACD is used to generate 532

a warning signal from a single monitored variable such as body weight. The pattern 533

similarity principle is used to generate an alert signal from monitored patient vital signs 534

in [53]. The predictive ability of individual signals can be strengthened by combining them 535

with each other using the naive Bayesian assumption [61,62,64]. 536

4.5. Characteristic #5. Distinction between Prognosis and Diagnosis 537

A natural start to understanding the distinction between the terms of prognosis and 538

diagnosis is to follow the timelines of these predictions. Prognosis deals with the situation 539
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where the pathological process of the disease is predicted to occur sometime in the future. 540

Diagnostics deals with the current situation and assesses whether the disease process has 541

started or not. We could repeat the statement in [39] that clinical prediction models are tools 542

that predict health outcomes either in the present (diagnostic) or in the future (prognostic). The 543

difference between these two prediction categories is also described in [42,65]. 544

In more complex situations such as continuous patient monitoring of ADHF, the above 545

distinction is inconvenient to clarify the situation. We prefer to use differences in clinical 546

parameters. In the classification schematic [65], the authors underscored the observation 547

of the presence of disease signs and symptoms as the predominant difference between 548

diagnosis and prognosis. In the case of diagnosis, we can rely on the presence of signs 549

and symptoms of the disease, while in the case of prognostic prediction, we could not do 550

this, because the patient does not yet have the predicted state of health. For prognostic 551

prediction, we should rely only on other patient clinical parameters, such as biomarker 552

values, clinical examination results, etc. 553

One should not be confused by applying schematics [65] for prediction clasification in 554

our CHFS field. In the schematics, the authors use the term cross-sectional to describe the 555

process of diagnosis. But the authors use the term to describe the simultaneity between the 556

moment of the latest prediction data and the moment of predicted state of health. This may 557

cause some confusion because the term cross-sectional is often associated with predictor 558

variables, and this type of variable is regularly used in prognosis. 559

It should be noted that in situations when it comes to a disease with a long and 560

complex medical history, we are dealing with a relatively long sequence of prognoses 561

and diagnoses. A diagram of the diagnostic-prognostic sequence undergone by a patient 562

in acute decompensated stage is shown in Figure 5. We see that at the beginning, an 563

impaired cardiovascular condition occurred and was diagnosed. Within the prognosis of 564

impaired cardiovascular condition, there is a possibility that chronic heart failure syndrome 565

may occur. Once the CHFS occurs and is diagnosed, the prognosis of the syndrome is 566

that a decompensated state of ADHF may follow. In telemedicine monitoring, ADHF is 567

pre-diagnosed (or detected) in an outpatient setting, followed by a confirmatory diagnosis 568

of ADHF in a medical facility. Again, the ADHF state has its prognoses, such as recovery to 569

a compensated state, recovery to a chronically decompensated state, readmission relapse, 570

and unfortunately, death. 571
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vascular
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Diagnosis

Heart
Failure
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Prognosis
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Figure 5. History of diagnoses and prognoses in a patient with ADHF.

Another term, the detection, is associated in the literature with the act of predicting a 572

medical condition. It may come from the authors’ engineering background as a convenient 573

substitute for the term diagnosis [53,62,64]. However, the term detection also seems to be 574

used in situations where the use of the term diagnosis is not easily applicable. This seems 575

to be the case with early warning systems [66,67]. 576
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In this study, when predicting impending acute decompensation, we prefer the term 577

ADHF diagnosis and follow the use of the term e.g. in [68]. We prefer to comply with the 578

recommendations formulated in TRIPOD [42] and in [65]. 579

4.6. Characteristic #6. Statistical Approach versus Machine Learning 580

The discussion on the relationship between the statistical approach and the machine 581

learning was started by L. Breiman’s article with valuable comments that express the 582

position of several recognized statisticians [69]. Statistical approaches are based on a solid 583

theoretical data model and the idea of likelihood in the background. Statistics also has 584

its imperfect models, they call them working models. Mathematics is also part of machine 585

learning. One must admit that there is a certain similarity between the search for maximum 586

likelihood in statistics and the minimization of the error function in the field of neural 587

networks. However, machine learning seems to be trying to build a perfect algorithm that 588

provides perfect responses in response to input data, rather than building a perfect data 589

model in the background. 590

In the area of prognostic survival modeling, these two approaches have been summa- 591

rized [3] in understandable model hierarchies. Recently, machine learning has attracted 592

critical attention from researchers with a medical background. In the area of ADHF predic- 593

tion, a critical appraisal of ML studies was presented in [70]. Studies [71,72] address the 594

issue of performance and reliability of machine learning models within a broader clinical 595

perspective. 596

Despite the criticism, it should be emphasized that machine learning modeling repre- 597

sents a fundamentally different approach by researchers from different backgrounds. In 598

theory, their challenges could prevent clinical prediction research from stiffness in method- 599

ology and concepts. On the other hand, it seems that machine learning researchers do not 600

pay due attention to the fundamentals of clinical prediction formulated in the TRIPOD 601

statement and PROBAST tool requirements. 602

Machine learning researchers have brought new concepts to the field of clinical pre- 603

diction research that are not well established in statistics. Some of it comes from their 604

engineering and especially their software engineering background. The term domain exper- 605

tise draws attention to the fact that there is a relatively large area between modeling and 606

medicine that does not belong to either modelers or medical professionals. Another term 607

conceptual embedding describes the process of mapping clinical terminology to universal 608

modeling concepts. In our opinion, this assignment deserves a clear name. Concepts 609

used by healthcare professionals are formed by clinical practice and require additional 610

specification before being used in quantitative modeling. Probably the most intriguing is 611

the introduction of the concept feature engineering, which expresses the fact that modelers 612

are not limited by the form of observed data and are encouraged to use their modifications 613

as predictive variables. Machine learning experts introduced these concepts, probably 614

because the application domain in their field often changes and this requires persistent 615

flexibility. 616

4.7. Mathematics of Quantitative Models: Two Simple Examples3
617

Mathematics is present in all prediction models and plays a key role in model formu- 618

lation and application. In the following text, we present a mathematical approach to two 619

main problems in clinical prediction research. 620

4.7.1. Basic Diagnostic Model 621

The widespread availability of electronic health records makes it easy to conduct 622

quantitative research on diagnostic procedures. A review of published sensitivities and 623

specificities of symptoms for the diagnosis of ADHF was conducted in [19]. As we men- 624

3 Reading this section is not necessary to understand the other sections.
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tioned earlier, ADHF is characterized by symptoms of low specificity, and therefore the issue 625

of combining diagnostic information from more than one symptom or sign is important. 626

From a mathematically exact point of view, the therapist performs a set of diagnostic 627

steps where the initial posterior probability of the presence of the disease is constantly 628

replaced by new improved posterior probabilities under new evidence. The mathematical 629

explanation and formulation of the problem is as follows. The probability P1(D|E1) of the 630

presence of a disease state D at the result of the first diagnostic step E1 can be expressed by 631

the Bayes’ theorem in perhaps the most transparent form as: 632

P1(D|E1) =
P(E1|D)

P(E1|D)P0(D) + P(E1|¬D)P0(¬D)
P0(D) , (2)

where P1(D|E1) represents the posterior probability of the disease, the expression P0(D) is 633

the probability of the disease state D in the population. In case D indicates the presence 634

of the disease, the expression above represents the prevalence of the disease (for further 635

explanation see Table A2). The term P(E1|D) is the probability of the test result E1 on the 636

disease state D, P(E1|¬D) is the probability of the test result E1 on the inverted disease 637

state. 638

We consider the form of the equation (2) to be transparent because in this form we 639

can pair it with its clinical interpretations [73,74]. A detailed clinical interpretation of the 640

equation can be found in Appendix A. When the second diagnostic step E2 is performed, 641

the probability of the presence of the disease in the patient changes to: 642

P2(D|E2, E1) =
P(E2, E1|D)P0(D)

P(E2, E1|D)P0(D) + P(E2, E1|¬D)P0(¬D)
, (3)

where the pair (E2, E1) represents the state of the combined test. The term P2(E2, E1|D) is the 643

probability of the result of the combined test (E2, E1) conditional on whether the disease D 644

is present or not. P2(E2, E1|¬D) is an analogous probability, but under the condition that 645

the inverted disease state is taken into account. Aspects of combining two diagnostic tests 646

are described in detail, e.g. in [75]. 647

A tempting approach is to simplify the equation (3) by assuming that the combined 648

test (E2, E1) is the set of two independent tests E2 and E1. The assumption of independence 649

often referred to as naive would transform equation (3) into the form: 650

P2(D|E2, E1) =
P(E2|D)P(E1|D)P0(D)

P(E2|D)P(E1|D)P0(D) + P(E2|¬D)P(E1|¬D)P0(¬D)
,

where P(E2|D) and P(E2|¬D) are the probabilities of the second test result E2 depending 651

on the disease state D and ¬D, respectively. If test independence is assumed, then it is 652

possible to formally calculate the positive predictive value of these combined two tests with 653

knowledge of the individual sensitivities and specificities of the tests and the prevalence of 654

the disease. Unfortunately, this simplifying assumption, if not well substantiated, will lead 655

to misleading results in a large number of cases, and the results obtained should not be 656

considered valid. 657

4.7.2. Basic Prognostic Model 658

As an example of mathematical prognostic prediction, we present the Cox proportional 659

hazards model. Cox model is widespread; it has become a sub-model in prognostic joint 660

models [76] and a second stage in so-called two-stage models such as landmarking [12]. 661

It has many variants and extensions [49]. It is challenged only by a model called discrete 662

time logistic regression [66] developed in [51]. The original logistic regression compares 663

the Cox model only when the cohort decline is not significant and the hazard rate function 664
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can be approximated by a single value. It should be noted that if cohort attrition is the only 665

concern, a two-step “smoothed” Cox method4 can be used, such as in [77]. 666

The following is not intended to compete with the explanations of the Cox model 667

available in the current literature [48–50], but merely to provide a tangible example of 668

a hazard rate function for the interested reader. The Cox proportional hazards model 669

expresses individualized hazard rate functions from the statistics of the entire clinical trial 670

cohort. The basic model input is that there are n patients indexed i = 1, 2, . . . n and each 671

patient has p clinical parameters. The parameters of the ith patient can then be denoted 672

as xji, j = 1, 2, . . . p. These are the values that are recorded when a patient enters a clinical 673

trial. The expression for the individualized hazard rate function hi(t) for ith patient has the 674

form [48]: 675

hi(t) = h0(t) exp(β1x1i + β2x2i + . . . + βpxpi) , (4)

where β1, β2, . . . βp are constants determined by the modeling process. Patient characteris- 676

tics xji may be the results of his clinical tests or may represent his demographic data. The 677

function h0(t) is the basal hazard rate function. The adjective basal means that it provides 678

reference values for all individualized hazard rate functions. In the Cox proportional 679

hazards model, the ratio between the values of the patient’s hazard rate function and the 680

basal hazard rate function does not change over time. The ratio is fully determined by the 681

model constants β and values of patient characteristics xji. The sum of the values of the 682

predictor xji multiplied by the coefficients β j seen in the equation (4) is called the linear 683

term. Determining the values of the β coefficients is a key modeling issue and the topic is 684

discussed in Appendix B. 685

Patients’ overall risk is often expressed as a patient’s risk score. There are different ways 686

of expressing its value, the SHFM risk score given in [77] seems most appropriate for the 687

subsection describing the Cox model. The patient’s risk score is expressed there in a very 688

convenient way; the risk score called SHFM is simply the linear part of the equation (4). 689

Other ways of defining risk scores can be found in the literature. 690

5. Overview of Heart Failure Prediction Models 691

The assumption of all the following prediction models is that the diagnosis of CHFS 692

has already been made in the patient. We would like to repeat that all the publications 693

reviewed here do not deal with de-novo acute heart failure [8,10,78]. All reviewed models 694

assume already diagnosed chronic heart failure syndrome (CHFS) and predict acute de- 695

compensation (ADHF) or death. Prediction of new-onset heart failure or incident heart failure 696

is also a separate topic and these models are reviewed in [79]. 697

5.1. Telemedical Diagnostic Prediction of Acute Heart Failure Decompensation 698

We consider that the primary purpose of these works is early detection or diagnosis 699

of acute decompensation (ADHF). Prediction models can be distinguished according to 700

the criterion of whether an invasive or non-invasive method was used in relation to the 701

patient. The prediction object is the early stage of ADHF. The earliest stage of detection for 702

diagnosis is achieved by measuring the increase in pulmonary arterial pressure [16]. We 703

consider, as already mentioned, that the pathological process of decompensation can occur 704

several weeks before it is clearly manifested by the admission of the patient to the hospital. 705

5.1.1. Published Samples of Daily Monitored Telemedical Data 706

Weight change due to fluid retention is considered the most important predictor vari- 707

able in the CHFS telemedicine monitoring system. Considerable work has been devoted to 708

this matter of fact. To get a sense of the weight change of a patient before and after hospital- 709

ization with ADHF, one should review the real data or their averaged profiles, which can be 710

4 If we accept the assumption of constancy of the hazard rate function in the Cox method, the survival curve has
the form of a simple smooth exponential and does not contain any rips.
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found in [54,62,80,81]. Daily intrathoracic bioimpedance data in the post-discharge period 711

are presented in [82]. The daily dependence of intrathoracic impedance before and during 712

hospitalization is presented in [83]. Implanted devices have also been used to collect daily 713

data from CHFS and other types of cardiac patients. Their characteristics and averages are 714

listed in [55,56]. 715

5.1.2. Non-invasive Prediction Methods 716

Among the first attempts to create a predictive model of the clinical deterioration of 717

a CHFS patient is work [84]. Data were collected using a patient weight record book. Zhang 718

et al. [54] used a classification method originating from the financial industry called MACD. 719

In relation to the input data structuring introduced in subsection Temporal Characteristics 720

of Input Data during Continuous Detection and Diagnosis, we should say that their forward 721

target window size was chosen to be 14 days; the optimized retrospective window size 722

for the predictors was found to be 80 days. The method used, at least in our opinion, 723

is capable of good prediction of the upcoming stage of CHFS deterioration, despite the 724

authors’ skepticism about the method. Their work influenced later works. 725

There is a brief review of non-invasive ADHF detection models included in [64] and 726

will not be repeated here. To enlarge their list of models, we present three more. The 727

first one is AHDF prediction using wavelet transform [53]. Their predictive continuous 728

detection method is based on a sliding window approach and pattern identification. The 729

development of four different predictor variables was used - and four different pairs of 730

sensitivities and specificities were obtained. These four parameters were daily collected 731

body weight, blood pressure, heart rate and respiration rate. The second work we would 732

like to add to the list is [85], where a number of proposed features based on a single 733

time-varying variable were tested as a basis for physiological signal detection and ADHF 734

diagnosis. To achieve better alert signaling performance these signals were merged using 735

a naive Bayesian method. The last non-invasive ADHF prediction method we will mention 736

is the work of [86]. The performance of Bayesian online change point detection (BOCPD) 737

and retrospective change point detection (RCPD) methods was evaluated. The former was 738

better for events with a rapid onset, the latter for events that have slower gradual changes. 739

5.1.3. Prediction Models Using Implants 740

Companies Medtronix and Optivol are known for integrating patient monitoring de- 741

vices into implantable cardioverter-defibrillators and similar devices. The patient’s clinical 742

parameters were monitored by various sensors. The sensor signals were combined by 743

a Bayesian believe network [87] to obtain an decompensation prediction. Their method was 744

later named TriageHF™ risk score [88]. A concurrent effort in predicting ADHF decompen- 745

sations was made by Boston Scientific [89]. Patients had to have an implanted defibrillator 746

for cardiac resynchronization therapy. Their HeartLogic™ multisensor index and alert 747

algorithm provides a sensitive and timely predictor of impending ADHF decompensation. 748

Details of their signal evaluation can be found in [90,91]. Both implant-based prediction 749

technologies have been comprehensively analyzed and evaluated in [68]. 750

5.1.4. Confirmatory Diagnosis of ADHF 751

The above methods provide us with only a preliminary diagnostic indication of 752

decompensation. This prediction is followed by a detailed examination in a medical facility. 753

Even then, the diagnosis of ADHF is not completely certain. The issue is addressed by 754

a systematic review of sensitivities and specificities of various diagnostic parameters in [19]. 755

5.2. Prognostic Prediction with Cross-Sectional Predictors 756

Prognostic tools of this type in the treatment of CHFS are recommended in [6, Chap- 757

ter 4.8]. They should be used both for the prognosis of death and for the prognosis of 758

hospitalization, but the effectiveness varies. A brief overview of the tools is also provided. 759
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A survey of statistical models was carried out in 2008 [92]. During the study period 760

(1988-2007), multivariate logistic regression and Cox proportional hazards regression were 761

mainly used. Less than 15% of the publications use the χ2 test only. A analogous survey 762

was repeated in 2022 [70]. Similarly, Cox regression, logistic regression, and score methods 763

were considered typical statistical models. In addition to statistical models, the authors also 764

investigated machine learning models and we will mention them later. The review [93] 765

also includes statistical models and machine learning models, the review done in [94] can 766

also be noted. 767

Prognostic information about the risk of decompensation or death is often encapsu- 768

lated in a simple scoring system. The developed scores vary in performance and have 769

been compared in many publications. A comparison of the popular SHFM risk score and 770

the MAGGIC score could be found in [95]. The SHFM score [77] is the linear part of the 771

“smoothed” Cox proportional hazards model, where the model has been adjusted to use 772

a constant hazard rate function. The MAGGIC [96] score is a converted Poisson regression 773

model predictor. For further risk score performance comparisons, see e.g. in [97,98]. 774

5.3. Advanced Statistical Modeling with Time-dependent Predictors 775

The modeling situation becomes unexpectedly complicated when the time parameter 776

appears not only as an event parameter but also as a part of the predictor variable. In 777

that case, two different timelines appear. The first comes from the time of events and the 778

associated data is called time-to-event data. The second timeline is from when the predictor 779

characteristics (e.g. biomarkers) were collected and the associated data are usually called 780

longitudinal data. There are three basic approaches to dealing with this situation from 781

a statistical modeling point of view [99,100]: 782

(i) a naive approach - simply use the obtained longitudinal data as predictors in models 783

such as the Cox proportional hazards model, 784

(ii) two-stage modeling approach where longitudinal predictors are addressed first and 785

time-to-event data are incorporated later. The most used model of this class seems to 786

be the landmarking model [12], a generalized landmark model was recently introduced 787

in [101], 788

(iii) true joint model approach, which consists of two models coupled by sharing random 789

effects [76,99,102]. 790

There is a literature that has compared the advantages of landmarking approach and 791

joint modeling [100]. Comparison by simulation is done in [103,104]. These models are 792

used for prognostic predictions, but so far we found only few articles dealing with chronic 793

heart failure syndrome [105,106]. 794

5.4. Other Advanced Statistical Models 795

The following are a group of prediction models one to be aware of, but which do 796

not belong in any of the previous subsections. The first type of model includes the phe- 797

nomenon of long-term changes in the entire population and in the health care system. This 798

phenomenon results in a temporal and spatial shift of the model constants. Models need to 799

be recalibrated and the effect of the change is called calibration drift. An overview of these 800

models is given in [107]. [108] approaches the topic of model calibration in general. 801

Incorporating time-varying coefficients into the Cox model is considered an extension 802

of it in [49,109,110]. An alternative to obtaining the hazard function by a model like the Cox 803

model, was demonstrated in [51]. The model is presented in the review of early warning 804

systems [66] and is labeled there as discrete time logistic regression. 805

5.5. A Machine Learning Approach to the Prognosis and Diagnosis in CHFS 806

Machine learning techniques (often referred to as artificial intelligence) also enter 807

the field of clinical prediction modeling of CHFS. The application of machine learning 808

methods to CHFS syndrome is freshly reviewed in [111–113]. It has become an excellent 809

practice to compare the efficiency of machine learning classifiers with the efficiency of 810
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established and well-researched logistic regression. We should note that recently the 811

performance advantages of machine learning methods over traditional methods have been 812

questioned [71]. In the following, we will divide our short review of machine learning in 813

CHFS area into two parts. 814

5.5.1. Machine Learning for ADHF Detection and Diagnosis 815

Short-term prediction of hospitalization using a similarity-based machine learning 816

(SBM) method was performed in [28]. Patients used a single wearable device during the 817

clinical trial. The used positive window was 10 days long and corresponds to our forward 818

target window. As a side note, the authors claim in the abstract that they have developed 819

a prognostic algorithm to detect CHFS exacerbation. In this study, we would consider their 820

prediction as part of the diagnostic process of decompensation, and we would prefer to call 821

the algorithm a diagnostic detection algorithm. 822

The performance of seven machine learning methods was compared with the perfor- 823

mance of logistic regression in [114]. The retrospective predictor window was assumed to 824

be seven days, the forward target window was also chosen to be seven days. The Boruta 825

method was used to eliminate insignificant predictors. The authors concluded that, among 826

other methods, extreme gradient boost (XGBoost) method performs in the best way. 827

The performance of long short-term memory network (LSTM) was compared with 828

logistic regression and the multi-layer percepron (MLP) method in [59]; LSTM was the 829

best, logistic regression ranked second. The forward target window was chosen to be 830

30 days. Three groups of time-dependent predictor data were used. These groups were 831

designated fixed time for demographic data, diagnostic or episodic for biomarker and medical 832

examination data, and high resolution for vital signs data monitored on a frequent basis. 833

Their method can be analogous to the previously discussed data fusion method. 834

5.5.2. Machine Learning for CHFS Prognosis 835

Two hundred and two statistical models were compared with 78 machine learning 836

models in [70]. Random forests, support vector machine boosting, decision tree, MLP, and 837

deep learning were listed among the machine learning methods. The authors concluded 838

that ML models do not achieve significant benefits in event prediction. On the other 839

hand, the authors of another comparison [115] concluded that machine learning classifiers 840

perform better, but noted that ML prediction models should, as a rule, be reviewed using 841

clinical modelling quality standards. 842

With a cohort of 30,687 adults, the performance of MLP, random forest, and XGBoost 843

machine learning algorithms was compared with logistic regression in [116]. AUROC val- 844

ues were compared for 30-day, 90-day, and 365-day predictions for four different predictor 845

engineering approaches. Except for the 90-day readmission, the XGBoost predictive models 846

performed better than the other models. Prediction of CHFS readmission using LSTM for 847

30 days was reported in [117]. 848

To conclude this subsection, we would like to add that the aforementioned work [70] 849

also contains a critical comprehensive appreciation of machine learning efforts in CHFS 850

modeling. Using the PROBAST tool, the survey authors concluded that currently, machine 851

learning models generally have poorer clinical feasibility and reliability compared to 852

statistical models. 853

6. Future Directions 854

The field of heart failure prediction research contains a number of publications that 855

differ in the nature of input data, data processing, and prediction goals. The most elaborated 856

is the prognostic prediction of the patient’s death based on cross-sectional input data and it 857

is a procedure ready for clinical deployment. 858

The area of continuous diagnosis, where the patient is monitored continuously over 859

time, seems to be the least theoretically and practically explored. Digitization and lowering 860

the price of medical measuring devices together with the development of telecommunica- 861
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tion technologies enables obtaining medical information in the patient’s home environment. 862

From this point of view, these continuos diagnosis methods deserve attention. By struc- 863

turing, grouping and reclassifying the input data in the section Common Characteristics 864

of Prediction Models we made an attempt to indicate the direction of research in this area. 865

Creating a classification scheme that provides a unifying view indicates possible improve- 866

ments. We believe that the classification will be helpful in determining the theoretical and 867

practical information maximum seen from the perspective of the therapist’s analytical and 868

decision-making processes. 869

Another finding from our review is that the vast majority of prediction publications, at 870

least in the field of CHFS, focus on the prediction of adverse events such as death or hospital 871

admission. In our opinion, the priority should go to the decision-making process of the 872

therapist. In the field of telemedical CHFS, this could be optimization of decision-making 873

when administering diuretics or outpatient up-titration. 874

We can reiterate here that there are significant differences between the US and Euro- 875

pean heart failure guidelines. We believe that the unified modeling approaches presented 876

in the first two parts of this study could be helpful in solving this issue. 877

At the end of this section, we would like to note, that it seems that machine learning 878

is accepting challenge from the community of medicine statisticians and starts to accept 879

strictness and prudence of their modeling guidelines. Works are emerging that directly 880

compare machine learning techniques with well-established methods such as logistic 881

regression. There are also publications where machine learning is explicitly compared 882

to statistical models. Once these challenges are met, machine learning may become an 883

established clinical prediction technology. 884

7. Summary and Conclusion 885

The article provides introductory information on CHFS and its telemedicine, an 886

overview of the basic common characteristics of predictive models, and finally a structured 887

review of modeling literature primarily related to chronic heart failure syndrome. We 888

summarized the information on CHFS found in the literature into a simplified discrete-state 889

disease model condensed into two diagrams. In addition to the disease model we provide 890

general desciption of inputs, outputs, and other characteristics of quantitative models. 891

For orientation in the field of statistical modeling and clinical prediction, we have listed 892

introductory literature and generally accepted guidelines. 893

We conducted a cross-sectional search of articles in the MEDLINE database of medical 894

publications. During this process, we tried not to limit ourselves to a specific research group 895

or direction of predictive research. Consequently, current prediction research is structured 896

into four distinct research groups, each with slightly different methods and terminology. 897

The first group of research focuses primarily on the engineering aspects of ADHF detection 898

and diagnostics. The second group appears to be made up of medical statisticians, using 899

well-established mainly prognostic prediction methods to maximize benefit to the medical 900

audience. The third group uses advanced statistical methods to develop a patient prognosis 901

with maximum use of time-dependent medical parameters. The last group, the machine 902

learning group, tends to apply machine learning methods to the detection and diagnosis as 903

well as prognosis of ADHF in a similar way to those used by the groups mentioned above. 904

It was only later that we realized that focusing on a specific area of CHFS has its limits 905

in addition to its advantages. It is true that the issue of continuous remote monitoring 906

present in the care of a patient with CHFS gave us a unique insight into the perspective of 907

prediction methods. On the other hand, some directions seem to be marginal in the field of 908

CHFS, and pointing out this fact has become one of the contents of this work. 909

8. Limitations of this Study 910

Given the primary purpose of providing a brief insight into the current state of clinical 911

predictive modeling, we are aware of several limitations of this work. In the article, we did 912

not explicitly deal with the process of training, validation and calibration of the prediction 913
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914

915

916

917

918

919

920

921

922
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924

925

model. We also did not address the connection of the prediction model to analytical 
therapeutic processes, decision-making therapeutic processes and the resulting value of 
information (VOI).
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Appendix A. Explanatory material for the Bayes’ equation 929

The clinical interpretation of the Bayes’ equation (2) has four different forms depending 930

on the state of the variables D and E1. The left side of the equation can take the form that 931

in clinical practice is called positive predictive value [73,74]. We can construct an explanatory 932

table for all combinations of disease state D and test result E1 in form of Table A1. 933

Table A1. Explanatory descriptions of Bayes’ equation terms. D = 1 means the presence of the
disease, D = 0 means the absence of the disease. E1 = 1 means a positive test and E1 = 0 means
a negative test.

D = 1, E1 = 1 D = 0, E1 = 1 D = 1, E1 = 0 D = 0, E1 = 0

P1(D|E1) Positive
predictive value

False omission
rate*

False discovery
rate*

Negative
predictive value

P0(D) Prevalence 1 - Prevalence Prevalence 1 - Prevalence

P0(¬D) 1 - Prevalence Prevalence 1 - Prevalence Prevalence

P(E1|D) Sensitivity 1 - Specificity 1 - Sensitivity Specificity

P(E1|¬D) 1 - Sensitivity Sensitivity Specificity 1 - Specificity

P(E1|D)P0(D) Probability
of true positive

Probability
of false positive

Probability
of false negative

Probability
of true negative

P(E1|¬D)P0(¬D) Probability
of false positive

Probability
of true positive

Probability
of true negative

Probability
of false negative

*It seems, that these terms has not been estabilished in clinical practice yet.
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Supplementary information to the Table A1 is given in the Table A2. Definitions of 934

established medical and statistical terms in the table were taken from the basic literature. 935

Table A2. Quantitative definition of key diagnostic concepts.

Concept name Brief description

Prevalence Proportion of a defined group in the population having
a disease at one point in time

Sensitivity Rate of positive responses in a test from persons with
a specific disease, true positive rate

Specificity Rate of negative responses in a test from persons free from a disease, true
negative rate

True positives Number of cases in population correctly identified as diseased
False positives Number of cases in population incorrectly identified as diseased, type I

error
True negatives Number of cases in population correctly identified as healthy
False negatives Number of cases in population incorrectly identified as healthy, type II

error

Appendix B. Determining Coefficients in Cox Regression Using the Maximum 936

Likelihood Estimation Method. 937

Cox’s partial likelihood function L(β) is used to determine the values of the β coefficients 938

in the equation (4). The patient leaves the clinical trial at time ti either because of the 939

occurrence of the investigated event or for another reason usually included under the 940

term censoring. The coefficients β are determined by maximizing the value L(β) whose 941

logarithm is given by [48] 942

log L(β) =
n

∑
i=1

δi

 p

∑
j=1

β jxji(ti)− log ∑
l∈R(ti)

exp

(
p

∑
j=1

β jxjl(ti)

) ,

where δi takes on values of zero for censored patients and unity for a patient experiencing 943

the investigated event. We could see that if the ith patient is censored, δi nullifies its 944

contribution in overall summation. Censored patient data values are only partially used 945

in the internal sum and are accounted for through index l. The inner sum applies to all 946

patients in subset R(ti), which is the subset composed of patients who did not experience 947

an event and were uncensored just before time ti [48]. See [48–50] for more details. 948
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